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Abstract

Augmented reality (AR) comprises groundbreaking technolo-
gies that are reshaping the landscape of human interaction.
Image segmentation, which divides a user front-scene frame
into more manageable parts for analysis, is of paramount im-
portance since this technique enables AR systems to extract
digital information precisely from the real world by identify-
ing and isolating specific objects in the user’s surroundings.
Despite its importance, the segmentation task imposes sub-
stantial computational demands and processing delays on
AR devices, significantly degrading the user experience.

In this work, we aim to reduce the high computational
costs of the segmentation task in AR by leveraging natu-
ral human eye dynamics and focusing on segmenting only
where you look (SOLO). This involves co-optimizing im-
age segmentation algorithms with underlying hardware for
greater efficiency. We introduce SOLO algorithm, an effi-
cient deep learning framework that takes high-resolution
input images and user eye images to effectively segment only
the instance of interest. Integrated with the saliency-based
sensing (SBS) and SOLO accelerator as a plug-in for SoCs
of the AR device, SOLO significantly lowers the computa-
tional costs for image segmentation, achieving up to a 12x
reduction in end-to-end latency compared to other baselines.
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1 Introduction

Augmented reality (AR) and virtual reality (VR), collectively
referred to as ARVR, represent groundbreaking technolo-
gies that are reshaping the landscape of human interaction.
Specifically, by merging the digital and physical realms, AR
enhances sensory perception and brings digital elements
into the real world, enhancing everyday tasks and profes-
sional operations with extraction of useful information. The
importance of AR extends beyond mere novelty; it holds sig-
nificant potential for transforming industries such as health-
care [38, 44, 111], manufacturing [15, 78, 93], and educa-
tion [5, 104, 116], by making abstract concepts tangible.
Computer vision applications are essential in advancing
AR systems. Specifically, image segmentation, which divides
an image into more manageable parts for analysis, serves
as a fundamental application and plays a critical role in the
functionality of AR [31, 32, 48, 68, 75]. This technique allows
AR systems to accurately extract information from the real
world by identifying and isolating specific objects in the
user’s environment, offering the users the first-hand knowl-
edge of the AR world. Examples are depicted in Figure 1,
within an AR grocery application, real-time image segmen-
tation allows the users to identify products on a shelf in real
time as they look at them (Figure 1 (a)). Similarly, as shown
in Figure 1 (b), in educational settings, segmentation can
identify different components of complex diagrams the user
is gazing at, enhancing the learning experience for students.
The identified objects can then be further processed by the
other applications (e.g., vision-language model (VLM)) to
generate additional detailed explanation, as shown in Fig-
ure 2 (a). Finally, image segmentation allows users to directly
edit objects of interest, facilitating a seamless immersive ex-
perience between the physical and virtual worlds (Figure 1
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Figure 1. The user wears the AR device and views various
scenes, with real-time image segmentation applied.

(c)). Additional applications of image segmentation in AR
have been explored in [7, 31, 32, 105].

Despite its significance, the segmentation task presents
considerable computational challenges, especially on resource-
constrained AR devices, primarily because of the high resolu-
tion of images these devices capture. For example, the Meta
Aria AR glasses [27] have a high-resolution outer camera
recording at 2880 x 2880, while the VIVE Pro 2 [3] features
an outer camera with a 2448 X 2448 resolution. This heavy
data load leads to significant computational latency, severely
limiting performance and responsiveness.

To explore this issue, we evaluate classical computer vision
tasks including image segmentation and classification us-
ing well-established neural networks, including HRNet [100]
and ViT-base [26], with an input resolution of 2880 x 2880.
We conduct the experiments on the Jetson Orin NX edge
GPU [2] to simulate the AR computation hardware. This
setup is often used in prior research to evaluate edge GPU
performance in AR devices [30, 37, 83, 92, 129, 136]. Table 1
shows that the average processing latencies are 3347 ms for
HRNet and 3942 ms for ViT-base, respectively. These laten-
cies are far from meeting the requirements for a seamless
visual experience, as previous research suggests that 50-70
ms is necessary for optimal visual fluidity [6].

In contrast to typical use cases, AR device users exhibit
distinct behaviors: they often focus on specific, small areas
within a view before shifting their attention to another area.
For example, as illustrated in Figure 2 (b), a user wearing
AR glasses stands in a bedroom. In the left part of Figure 2
(b), the user focuses on the bed for a few seconds before
turning their head to look at the wardrobe, as shown in the
right part of Figure 2 (b). In this scenario, the video frames
can be segmented into two parts based on the user’s head
movements. In the first part, where the frames are similar,
the user’s gaze is mainly on the bed, enabling the reuse of
instance segmentation results for the bed across multiple
frames. In the second segment, the segmentation can simi-
larly be limited to just the wardrobe. Additionally, as depicted
in Figure 1, it is advantageous to segment the instances of
interest (IOI) currently under the user’s gaze, which often
reflects the user’s focus and interest at the current moment.
This observation presents an inherently efficient method
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Figure 2. (a) An example use case of segmentation. (b) User
gaze pattern and (c) saccadic movements in AR environment.

for image segmentation in AR by concentrating process-
ing on I0I identified by the user’s gaze, and ignoring
other regions. This method aligns naturally with the con-
cept of foveated rendering [84], which enhances graphical
performance by rendering images at full resolution only in
the user’s direct line of sight, while diminishing detail in
the peripheral vision to save on computational effort. In
this work, we aim to mitigate the high computational costs
associated with image segmentation in AR by leveraging
natural human eye dynamics and adopting the principle
of Segmenting Only Where You Look (SOLO). Our approach
involves co-optimizing Al algorithms with underlying hard-
ware to enhance efficiency. We introduce the SOLO algorithm,
a lightweight deep learning framework that tracks human
eye movements and generates saliency maps to guide the
outer camera in performing saliency-based sensing (SBS) for
efficient segmentation. Integrated with the SOLO accelerator
as a plug-in for AR system-on-chips (SoCs), it significantly
reduces sensing, communication, and computation overhead,
leading to substantial speedup and energy saving. Our key
contributions are as follows:

e We introduce a deep learning framework known as
SOLONet, that takes high-resolution input images and
eye images to effectively segment only the IOI. SOLONet
is designed to be integrated with any existing segmen-
tation network, greatly enhancing its generalizability.

e We propose a novel image sensing mechanism called
Saliency-based Sensing (SBS), which substantially re-
duces sensing costs while significantly lowering the
energy required for sensing and transmission.

e We propose the SOLO Accelerator as a plug-in for AR
SoC. This accelerator processes captured eye images
and generates a saliency map to initiate SBS, signifi-
cantly facilitating the segmentation process on GPU.

e Evaluation results show that SOLO achieves an 8.6x
speedup and 9.1X energy savings compared to other
baseline hardware platforms, while maintaining a neg-
ligible impact on segmentation accuracy.
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Input size ‘ 160 X 160 320 X 320 640 X 640 1440 X 1440 2880 x 2880

3347 ms
3942 ms

HRNet [113] 42 ms 96 ms 423 ms 852 ms
ViT-B [26] 67 ms 163 ms 495 ms 1016 ms

Table 1. Processing latencies under different resolutions.
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Figure 3. User gaze study on Aria everyday dataset.

2 Background and Related Work
2.1 Human Eye Behavior

The human eye functions in three primary modes of move-
ment, each with distinct roles: fixation, when the eye is still
and focused on a single point; saccadic movements, rapid,
jerky movements that shift the gaze from one target to an-
other; and smooth pursuit, when the eye smoothly follows a
moving object. Among these, smooth pursuit is less common,
while fixation and saccadic movements dominate most of our
visual activity, as shown in Figure 2 (c). During the fixation
stage, human gaze remains focused around a single point,
with visual acuity mostly concentrated in the nearby region.
In addition to fixation, human eye engages in saccadic mo-
tion, where it rapidly jumps from one focal point to another.
During a saccade, the visual system’s sensitivity temporarily
diminishes, referred to as saccadic suppression [49, 72]. This
sensitivity change helps prevent the brain from perceiving
rapid, blurred movement of the visual field as eyes quickly
shift focus. The saccade duration ranges from 30 ms to 250 ms
depending on the gaze movement distance [13]. It takes 50
ms to recover the sensitivity after the saccade ends [25, 77].

2.2 Human Behavior in AR Environment

To further study the human gaze behavior while using AR
devices, we conduct an extensive analysis using the Aria
Everyday Activities Dataset [67]. This dataset comprises 143
sequences of frames captured by the AR device, aligning with
the user’s field of view and tracking gaze movements across
each frame in various environments, as shown in Figure 3.

As the user changes their head orientation, the front view
changes accordingly. To quantify this head movement, we
calculate the image difference by measuring the Euclidean
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Figure 4. (a) 2D and (b) 3D image sensor layout.

distance between corresponding pixels of consecutive frames.
Minimal pixel differences between frames suggest that the
user is keeping a steady head orientation on a static front
scene over time. If the pixel difference is below this thresh-
old, the frames are considered highly similar and virtually
indistinguishable by the human eye. These frames can be
grouped into a single video segment (VS), as indicated by Fig-
ure 2 (b) and Figure 3 (a). Figure 3 (d) shows the percentages
of pixel difference over a sample time interval spanning four
VSs, defined by grouping consecutive frames where the per-
centage of pixel changes is below a threshold, indicated by
the yellow line. As shown in Figure 3 (e), 32% of consecutive
frames have less than 5% pixel value changes, showing a high
potential for reusing segmentation results across frames.
Furthermore, within each VS, the segmentation results
can be reused if the gaze remains relatively stable, consis-
tently pointing to the same IOI To support this observation,
we analyze the distances (in pixel) between consecutive gaze
locations within a VS, as depicted in Figure 3 (b). Our analy-
sis establishes that a threshold of 20 pixels effectively groups
gaze locations during the fixation phase, where user looks at
only one IOJ; values exceeding this threshold indicate a sac-
cade, as observed rapid gaze changes in VS3 of Figure 3 (a).
As shown in Figure 3 (c), 87% of the frames in each VS have
a gaze distance of less than 20 pixels, and AR users typically
focus on just one or two I0Is within each VS. This evidence
offers an opportunity to improve image segmentation effi-
ciency by focusing processing on the IOI and reusing
segmentation results when gaze shifts are minimal.

2.3 Image Sensor Architecture

The image sensor is a key component of AR devices, with its
architecture shown in Figure 4 (a). It consists of a pixel array,
ADCs, readout circuits, and both analog and digital buffers. In
operation, photodiodes in the pixel array convert incoming
light into analog electrical signals, which are temporarily
stored in the analog buffers. Following the readout strategy,
the pixel array driver routes these signals to the ADCs for
conversion into digital form. Given the large number of pixel
cells, it is common for the outputs of multiple photodiodes to
share a single ADC [14, 53, 130]. Each group of photodiodes
is referred to as a Pixel Sub-array (PS) in Figure 4 (b).
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Figure 5. (a) Meta Aria AR Glass. (b) The front and inner view of Meta Quest Pro Head-mounted display (HMD). (c) Architecture
of a typical image sensor, which is deployed by both outer camera and ET camera. (d) The architecture of AR system. (e)
Latency and energy breakdown o AR system, with values normalized to the sensing component (Plots are not shown to scale).

The digitized data from ADC may then be processed by
the image signal processor (ISP) before being stored in digital
buffers and transmitted to DRAM via Mobile Industry Pro-
cessor Interface (MIPI) [4]. A common design is the rolling-
shutter image sensor, where each PS row is exposed and
read out sequentially. This requires multiple rounds of pro-
cessing, causing total latency and energy consumption to
grow proportionally with the number of pixels captured.
Traditional 2D image sensors, as illustrated in Figure 4 (a),
place all hardware components on a single layer. This com-
pact layout, constrained by limited physical space, increases
routing complexity, which in turn slows data transfer and
increases latency. To address these limitations, 3D-stacked
image sensors have been developed. As shown in Figure 4 (b),
the sensing and processing components are placed on sepa-
rate layers and connected with Through-silicon vias (TSV).
This design accelerates data transfer and reduces routing
complexity, making 3D-stacked sensors increasingly popular
in AR/VR devices [18, 39, 41, 60-62, 81, 98, 110, 127].

Among these stages, ADC+readout and MIPI communica-
tion are the important contributors to image sensing latency
and energy consumption [22, 46, 96], where ADC+readout
includes ADC conversion and subsequent operations prior to
MIPI transfer, such as buffer access and data control [22, 96].
The costs of both ADC+readout and MIPI scale proportion-
ally with the number of pixels. For example, Choi et al. [22]
report that ADC+readout accounts for 94% of the total power
consumption of the image sensor, whereas pixel exposure
contributes only 4%, excluding the MIPI component. In terms
of latency, exposure can reach the millisecond range in cer-
tain cases, particularly under low-light conditions, and may
dominate the overall sensing latency [56, 71, 126]. By con-
trast, ADC+readout for a single pixel row typically completes
within tens of microseconds, and the total image latency
scales with resolution. Overall, the exact timing is highly
dependent on sensor architecture (e.g., the number of ADCs)
and the application context [23, 61, 62]. For example, Seo et
al. [96] report exposure and ADC+readout times of 45 ps and
833 ps, respectively, indicating that ADC+readout accounts
for the majority of the total sensing cost.

2.4 AR System Architecture Overview

Figure 5 (a) and (b) showcase the Meta Aria AR glasses [27]
and Meta Quest Pro [42]. Each device is equipped with an
outer camera that continuously captures the user’s front
view, producing high-resolution images (e.g., 2880 X 2880),
and an inward-facing eye-tracking (ET) camera that captures
monochrome images of the user’s eyes in lower resolution.
Although the Meta Quest Pro is marketed as a VR device, it
can also simulate an AR effect by displaying the front view
to the user. Figure 5 (d) illustrates the architecture of the AR
SoC, which primarily includes mobile CPU and GPU. The
GPU is mainly used for computationally intensive tasks like
image rendering and Al workloads. The architecture of a
typical camera sensor, used by both the outer camera and
the ET camera, is shown in Figure 5 (c).

The numbers in red circles in Figure 5 (d) represent the
computational flow of traditional image segmentation tasks
on full resolution inputs. The full resolution image is first
captured by the outer camera (Step 1) and sent to the DRAM
via MIPI (Step 2). The GPU then executes the segmentation
model over the full resolution input (Step 3) and generates
the mask. To assess the hardware cost of running Al applica-
tions on a mobile GPU and how performance changes with
input image size, Table 1 demonstrates that reducing im-
age size significantly lowers processing latency for Al tasks.
Specifically, a 160 X 160 input results in 42 ms segmentation
latency on HRNet, 80x faster than a 2880 x 2880 resolution.
Finally, the generated mask can then be used to extract the
gazed object from the scene for downstream applications
and, optionally, overlay it onto the front scene for display
with minimal rendering and display costs.

2.5 Gaze Tracking Algorithms

Gaze tracking methods are commonly divided into model-
based and appearance-based approaches [34, 133]. Model-
based techniques use a 3D eye model to simulate physiologi-
cal structures and estimate gaze direction [65, 102, 114, 117].
Typically, these methods involve two phases: (1) generat-
ing an eye segmentation label map and fitting a geometric
eye model using an eye feature extraction neural network,
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and (2) calculating the gaze direction from the fitted model
[28, 29, 52, 125, 132]. On the other hand, appearance-based
methods analyze direct images of the eye to learn a map-
ping to gaze direction [9, 34, 63, 66, 73, 99, 99, 118, 134, 135].
These approaches often demand more extensive training
data compared to model-based techniques.

2.6 Image and Video Segmentation

Semantic segmentation [10, 17, 19, 21, 54, 76, 97, 109, 112,
121] is a fundamental task in computer vision that involves
dividing an image into distinct regions or segments, which
simplifies the analysis and interpretation of the content. A
more advanced approach within this domain is instance
segmentation [16, 36, 55, 79], where the goal is to distinguish
between individual instances of the same object class. SOLO
leverages user gaze input in combination with the captured
image to segment IOI exclusively.

To make the image segmentation more efficient, previous
research has focused on creating learnable input downsam-
pling methods to adjust sampling resolution selectively. In
[90], the authors present a saliency-based distortion layer
for convolutional neural networks that enhances spatial
sampling of input data for image classification tasks. Subse-
quent works, such as [45, 70, 106], apply similar concepts by
learning a saliency score for each pixel to guide the down-
sampling process, resulting in improved performance for
semantic segmentation tasks. In this work, we introduce
ESNet, as detailed in Section 3.2, which adaptively down-
samples the input image based on the predicted user gaze
location and the shape of IOI. Additionally, previous stud-
ies [57, 89,115,119, 122, 123] on video instance segmentation
process consecutive frames together (e.g., VisTR [122] and
SeqFormer [119] process 5 consecutive frames at once). This
approach utilizes temporal correlations across frames to im-
prove performance; however, it introduces great latency, as
processing can only start once all frames are available.

3 SOLO Algorithm

As indicated in Table 1, reducing the size of the captured
frame is an effective strategy to decrease the overall process-
ing latency and energy consumption. However, a straight-
forward approach of averaging and downsampling the input
frame will inevitably lead to a degradation in segmentation
quality, as the IOI will also be downscaled, making it much
harder to identify and analyze.

To tackle this challenge, we propose the SOLONet, an effi-
cient deep neural network that selectively downsamples the
captured high-resolution input frame based on the predicted
user gaze direction. SOLONet preserves the resolution of
the region containing the IOI while intelligently reducing
the resolution of less relevant areas. This strategy ensures
that critical regions retain their quality while optimizing
computational resources, significantly reducing the overall

input size. The architecture of SOLONet is illustrated in Fig-
ure 6 (a). Upon receiving a high-resolution input image Ir
and an eye image I, Ir is first evenly subsampled, generating
I j‘f . Both I}‘l and I, are then fed into ESNet (Section 3.2), which
produces a saliency score map to guide the SBS process for
Iy based on the user’s gaze direction, as determined by I.
The subsampled input frame IIS, based on saliency score is
then passed to the segmentation network S, for segmen-
tation and classification tasks (Section 3.3). The resulting
segmentation label map Y is then upsampled to match the
original scale of Ir. Next, we describe each part in detail.

3.1 Preliminary: Learn to Downsample

Image downsampling can be interpreted as a process that
reduces the original image I € RIXWXC 6 3 smaller version

I]i € RPWXC where h < H and w < W. This process is

governed by two mapping functions, g!(.) and ¢?(.), which
map the 2D coordinate (i, j) of the downsampled image I}
to the coordinate (g'(i, j), g°(i, j)) in the original image I.
Consequently, each pixel in I ]i can be expressed as:

I:[i, 1 = Irlg' (i, ). 6° (0. )] (1)
where I}[i, Jj] represents the value of the element at coordi-
nate (i, j) within I}. This mapping function can define all
types of downsampling operations.

The mapping functions g'(.) and g?(.) can be made learn-
able [45, 107] using a saliency score map S € R"™"X1 which
indicates the relative sampling density at each pixel location
(i, j). Specifically, the mapping function can be defined as:

iy S, ko ((ifh, j/w), (i [H, ] [W))i’
i,y S, j ko ((i/h, j/w), (i [H, ] [W))

9 (i) = ()
Sy S, j ke ((i/h, j/w), (' [H, j" [W))j’
2,y S, jke ((i/h, j/w), (i’ [H, j' [W))

where k;(.,,) is a Gaussian kernel with a standard devia-
tion of 0. Consequently, the downsampling process can be
made learnable by optimizing the saliency score map S(.) for
optimal task performance. To restore I } to its original size, a

9%(i,j) = 3)

reverse sampler g~! maps the downsampled image back to
the original space utilizing an interpolation function. g' (i, j)
and g?(i, j) denote the x and y 2D mapped coordinates in I}
that correspond to the (i, j) coordinate in Ir. Next we discuss
each component of SOLONet in detail.

3.2 ESNet

ESNet processes the eye image I, which contains the user’s
gaze information, along with a uniformly subsampled ver-
sion I}l € RWX3 of the input frame Iy € RF*W>3, to gener-
ate the index map H. In addition, ESNet is also responsible
for detecting the occurrence of the saccade. The architec-
ture of ESNet is shown in Figure 6 (b). The eye image I is
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Figure 6. (a) SOLONet architecture. (b) Design of the ESNet. (c) Logic flowchart of the SOLO Streaming Algorithm.

first passed to the Gaze Tracking Vision Transformer (GT-
ViT), denoted as G(.) which consists of eight transformer
blocks. Each block includes six heads with an embedding
dimension of 384. A linear layer is attached at the end of the
ViT to produce the 2D gaze direction G(I.). To reduce the
computational cost of the ViT, unnecessary tokens within
the intermediate results are pruned based on their attention
scores. Tokens with an attention score below a predefined
threshold are removed. Finally, all elements within the acti-
vation and weight matrices are quantized to 8 bits to further
enhance the efficiency. The predicted gaze G(I,) from the
GT-ViT is then used by the saccade detection module, which
consists of a single-layer recurrent neural network (RNN)
to produce a binary output indicating the presence of a sac-
cade. Given that the visual system’s sensitivity temporarily
diminishes during a saccade, as discussed in Section 2.1, the
occurrence of a saccade can be used to selectively skip the
segmentation operations, as explained in Section 3.5. Addi-
tionally, the predicted gaze direction G(I,), along with the
subsampled version I]‘f of the image, is also used to produce
the saliency score map S. The score map is then used to
guide the sampling of the input image Iy with Equations 2
and 3, producing index maps H, which are then subsampled
over Iy to generate I} (Figure 6 (a)). This is then passed to

gaze-aware segmentation network detailed in Section 3.3.

3.3 Gaze-aware Segmentation Network

The problem of instance segmentation tackled by SOLO dif-
fers from conventional segmentation in that we only need
to segment IO], rather than the entire image. Therefore, it
is unnecessary for the segmentation network to produce
a pixel-wise output for every object within Ir. Instead, we
modify the segmentation network S, to add two neural
network heads, H = {Hgeg(.), Hus(.)}, to the segmentation
backbone Sgeg, as shown in Figure 6 (a). The first head, Heg(.),
produces a binary label map Y, € RP***!, where a value
of 1 indicates the region of IOI, and 0 indicates the areas
outside of it. The second head, Hj(.), predicts the class of
101, yielding an output Y, € RE¥!, where C is the number
of possible object classes. To denote the background region,
we introduce an additional class label, resulting in a total of
C +1 classes. The segmentation label map Y&, € R#*wx(C+1)

is then produced by performing an outer product between
Yos and Ypm. This design on producing the final label map
greatly simplifies the training process. Y2 is then upsampled
using the reverse sampler with interpolation, generating the
final segmentation label map Yop,.

3.4 SOLONet Training Methodology

SOLONet is trained in an end-to-end fashion by jointly
optimizing ESNet and the gaze-aware segmentation net-
work. Before the training starts, the GT-ViT within the ES-
Net is first pretrained using the gaze tracking dataset (e.g.,
OpenEDS2020 [82]) to accelerate the convergence speed of
SOLONet. To compute the loss, we follow a methodology
of [45], where the ground truth segmentation label map
Y5 € REXWX(CH) and binary label map Yli € REXWX1 are
subsampled with the identical saliency score map as the in-
put I using the process described in Section 3.1, resulting in
subsampled versions Y58 € RFPXWX(C+1) and y*8' ¢ Rhxwx1,
To mitigate the highly imbalanced areas between the I0I
and background regions, we use Dice loss [58] to encour-
age SOLONet to focus more on the segmentation of the IO0I
rather than the background. Additionally, we introduce a reg-
ularization term to encourage ESNet to increase the saliency
score within the region of IOI. This can be achieved by min-
imizing the I, distance between ground-truth binary label
map Y;I’Et and the saliency score map S. In summary, the loss
L;o: can be defined as:

Lior = ]L'Dice(chm’ chr}%t) + ALmse(YS’gt S) (4)

bm °
where Lpice(.), Lmse(.) represent the Dice loss and I, dis-
tance loss function, respectively. A denotes the relative im-
portance between Lpjce(.) and Ly (.).

3.5 SOLO Streaming Algorithm

Building on the AR user gaze behavior described in Sec-
tion 2.2, this section discusses how it integrates into the
SOLO Streaming Algorithm (SSA) to enable efficient seg-
mentation of consecutive video frames. During the real-time
operation, SOLONet is triggered only when the masked re-
gion of I]”,l captured by the front camera undergoes a no-
ticeable change or when there is a shift in the human gaze
direction. The logic flowchart of SSA is illustrated in Fig-
ure 6 (c), a simple criterion is applied to detect if the view
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Figure 7. An overview of the AR system: The SOLO accelerator is designed to integrate with the AR SoC to accelerate the
segmentation process. Additionally, the outer camera is enhanced to support SBS.

is still in the previous segment by calculating the difference
between I% and Ij‘fl (Condition 1), where I%! and I denote
the uniformly subsampled versions of the current and last
frames, respectively. If this difference exceeds a predefined
threshold «, it indicates a significant change in the front
scene, triggering a full re-execution of SOLONet. Next, if a
saccade is detected by ESNet (Condition 2), instance segmen-
tation for the current frame can be skipped and previous
results can be reused due to the reduced sensitivity of the hu-
man visual system during a saccade. If not, the current gaze
location (g') is analyzed to determine if it remains within
the same IOI as that (¢) of the last frame (Condition 3). If
a predefined threshold f is exceeded for the gaze location
difference, SOLONet must be executed with the new gaze
location, otherwise the last segmentation label map can be
reused.

4 SOLO Accelerator

Figure 7 presents an overview of the AR system, where the
SOLO accelerator, which implements ESNet as shown in
Figure 6 (b), functions as a plug-in for the AR device’s SoC.
We also introduce the saliency-based sensor, capable of per-
forming SBS using the output from the SOLO accelerator,
significantly reducing sensing and communication latency
while minimizing power consumption.

The numbers in blue circles in Figure 8 (a) illustrate the
computational flow of SOLO in the AR SoC. The SBS-enabled
outer camera first captures the input frame Iy and reads
out the evenly subsampled version I}l of Iy (Step 1). The

eye-tracking camera will capture the user’s eye image I, in
parallel (Step 2). Then, Ij‘f and I, are transmitted through MIPI

and stored in the DRAM (Step 3). Next, the SOLO accelerator
predicts the gaze direction G(I,), generates the saliency score
map S, and checks the segmentation reuse conditions. If a
new segmentation label map is required, it initiates the SBS
process (Step 4) and drives the SBS-enabled outer camera to
re-sense the input image, producing I Ji (Step 5). I3 is then sent

f
to the DRAM via MIPI (Step 6) and processed by the GPU
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Figure 8. (a) Computational flow of AR SoC. (b) SBS steps.

for the segmentation operation (Step 7). The segmentation
label map is then sent to the AR display (Step 8).

The detailed SBS process is depicted in Figure 8 (b). The
SOLO accelerator receives Ij‘f from the outer camera and I,
from the eye-tracking camera to generate the saliency score
map S. The sensor controller in the SOLO accelerator then
uses the saliency score map S and creates the index map H
with equations 2 and 3, where H(i, j) = [¢'(i, j), ¢*(i, j)].
The index map H is subsequently transferred to the outer
camera, which performs SBS by reading only the corre-
sponding pixels, forming I]S,. Section 4.1 details the design of
saliency-based sensor. The SOLO accelerator is introduced in
Section 4.2. Section 4.3 describes the AR SoC timing analysis.

4.1 Saliency-based Sensor Design

The column-parallel ADC architecture, widely used in 3D
image sensors [8, 40, 47], increases frame rate by enabling
parallel processing of one or more pixel sub-array (PS) rows
(typically 4-8) per sensing round [94, 96, 103], thereby im-
proving image sensing performance. However, many sensing
rounds are still required to process the entire image, resulting
in significant latency and energy consumption. In SOLONet
(Section 3), only a subset of pixels is needed for segmenta-
tion. To exploit this, we propose Saliency-Based Sensing (SBS),
which selectively reads out only the required pixels. Unlike
prior in-sensor compression approaches [50, 51, 131, 138]
that compress data after all pixels have been exposed, and
digitized, SBS directly reduces the number of analog signals
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passed to the ADC. This substantially lowers ADC+readout
cost while keeping MIPI transfer overhead minimal.

Specifically, we propose a novel image sensor design for
the outer camera in the AR device that supports the SBS de-
fined by the index map H. A simple design featuring an r X r
PS array is shown in Figure 9 (a), where r is set to 4. An ADC
array of size k X r is positioned below the PS array, with each
ADC controlling the analog signal conversion of ¢ PSs in
one column, where k is set to 1 in the example of Figure 9 (a).
The detailed PS assignment at each ADC is specified in Fig-
ure 9 (b). The SBS procedure is shown in Figure 9 (d) and (e).
Assume an index map H = [(1,2), (1,3),(2,1),(2,2),(2,3)]
is returned by the SOLO accelerator to sample a 4 X 4 input
frame Ir. The row driver then activates the PSs correspond-
ing to the selected pixels, allowing them to output their
stored analog signals to the corresponding ADCs, which
convert them into digital values and store them in the buffer.
Different from traditional image sensor design where all the
pixels in one row are readout by ADC in parallel, in SBS,
only the selected pixels will be readout in a row. Figure 9 (d)
and (e) show the ADC+readout of the first and second PS
row, respectively.

A more detailed design is depicted in Figure 10. The pixel
array size is 1440 x 1440, where 2 X 2 photodiodes are com-
bined in one PS, resulting in a 720 X 720 PS array shown
in Figure 10 (a), consistent with prior 3D image sensor de-
signs [94, 96, 108]. Within each PS column, those belonging
to the same ADC sub-group are connected via one vertical
data wire. For example, the PS at row 1, column 1, denoted as
(1, 1), and the PS at (716, 1) belong to the same sub-group and
are linked by a single light-red vertical wire. Consequently,
the number of vertical wires alongside each PS column cor-
responds to the number of sub-groups associated with that
column. Most 3D column-parallel ADC image sensors sup-
port 4-8 vertical wires per column [94, 96, 103]. In our design,
to maximize parallelism while avoiding excessive routing
overhead, the PSs in each column are divided into four inter-
leaved sub-groups. Each ADC sub-group spans PSs in one
column. For a PS array of size 720 X 720, this configuration
results in a total of 720 X 4 = 2880 ADCs, as shown in Fig-
ure 10 (b). Thanks to the 3D architecture, this design greatly
simplifies the interconnection between each ADC and the
PSs within its sub-group.

When reading analog values from the photodiodes to the
ADC, only a subset of PSs forward their sensed inputs to the
ADC. This is achieved by activating the corresponding con-
nections to the ADC in each sensing round, thereby greatly
reducing both latency and energy consumption.

4.2 SOLO Accelerator

In this section, we describe the hardware design of the SOLO
accelerator for efficient ESNet implementation. It is com-
posed of three major components: the input pre-processor,
the computational engine, and the sensor controller. The

Tianhua Xia, Haiyu Wang, and Sai Qian Zhang

E

TSV ZE @ @2 @3)
' @ 11 J:m
Sy

(@) re adout

(JPixel Sub-array [_] ADC [ADC [Pixel Sub-array
(1.1) (2,1) (3.1) (4.,1),

1
2 22262
(b) 15
4

(1.3) (2.3) (3,3) (4.3),
(1.4) (2.4) 3.4) (4.4)

op
| Row Driver |

Bottom
| Perif |

Figure 9. (a) An example of saliency-based sensor with 4 x 4
PS array (yellow boxes) and 1 x4 ADC array (blue boxes). (b)
Mapping between ADC and pixel sub-array. (c) An example
of 4 X 4 image. (d) and (e) shows ADC+readout of first and
second PS row.

computational engine, as illustrated in Figure 7, is further
divided into a systolic array core, a special function unit
(SFU), and a token selector.

The computational engine consists of a 16 X 16 2D systolic
array that processes inputs in a staggered manner, sending
the computed partial sums to the accumulator and SFUs. It
utilizes a weight-stationary data flow, where weights are pre-
loaded from the weight SRAM into the registers within each
processing element (PE) of the systolic array, as illustrated
in Figure 7, while inputs are streamed into the array sequen-
tially. Each PE includes an 8-bit multiply-accumulator (MAC).
The SFU handles all nonlinear operations within the ESNet,
including activation functions, softmax, normalization, posi-
tional embeddings, quantization, as well as the index map
generation. The systolic array executes all the GEMM opera-
tions within GT-ViT and RNN for saccade detection.

The token selector is responsible for tokenwise pruning
supported by GT-ViT. It dynamically computes the impor-
tance of each token by summing the attention scores to de-
rive the importance score for the tokens using an adder array.
It then prunes tokens with importance scores lower than a
predefined threshold, excluding them from subsequent com-
putations. The token pruning method effectively reduces the
computational cost of the gaze prediction process.

The input pre-processor, shown as the purple block in Fig-
ure 7, is responsible for validating the result reuse condition
outlined in Section 3.5. It computes the pixel-wise difference
between 1% and I, then sums the values using an adder tree.
To determine the gaze difference, the pre-processor calcu-
lates the squared distance between gaze locations ¢ and ¢'.
The computed image difference and gaze difference are then
compared against the thresholds « and S, respectively. Fi-
nally, the comparator results are aggregated with the saccade
detection signal to generate the result reuse decision.

The sensor controller triggers the Gaussian kernel convo-
lution on the computational engine to create the index map
H from the saliency score map S using Equations 2 and 3,

where H(i, j) = [¢' (i, ), ° (i, ).



Segment Only Where You Look:

Leveraging Human Gaze Behavior for Efficient Computer Vision Applications in Augmented Reality ASPLOS ’26, March 22-26, 2026, Pittsburgh, PA, USA

Col1 .. Col360  Col 361 Col 720
Row 1 5o 12
Row2 it (@B ()
‘ @ @ | @l @
Row.4 1) ~360) 361) - 720)
776) (178) 776) _(715)
Row 71677 14 4 GoHia, - Gaoha
717, (G 17, @17
Row,717 " 720

720, (720, (720, (720,

3
S 5

Row 720 ( 1) 360) 361) 720y [ Rowd Gy e By
| TSV | Col 720
(a) (b)

Figure 10. SBS sensor with (a) a 720 X 720 PS array and (b)
a4 x 720 ADC array. PSs within the same sub-group share
an ADC, indicated by matching border and wire colors.

: 1/FPS i

: ,

1 1 1 1

| Ewirl i : HEER)
CLERZ) LN o gy VT Ts OT + MIPI
le————>{ . L ..
T L SOLONet ¢ > Segmentation '} E

Figure 11. Timing diagram of SOLO execution. ET and OT
refer to eye track camera and outer camera sensing latency.

4.3 Computational Flow of SOLO

In this section, we provide a detailed timing analysis of the
SOLO algorithm presented in Section 3. The timing diagram
is shown in Figure 11. Specifically, let T;, T,,,, and T; denote
the outer image sensing latency for IJZ’ and I } together with
the MIPI transfer latency, the SOLONet processing time, and
the instance segmentation time, respectively. The total la-
tency to generate the label map Y., can be estimated as
Tstandard = 2Tc + Ty + T;, which results in a throughput
in frames per second (FPS) given by Tm:dard. Moreover, as
illustrated in Section 3.5, the segmentation process for cer-
tain frames can be skipped by reusing results from previous
frames. The occurrence of such situations depends on the
user’s eye and head movement behavior. Specifically, let P,,,,
Pgqc, and Py, represent the probabilities that the input frame
changes (Condition 1 in Figure 6 (c)), the occurrence of a
saccade (Condition 2), and the user’s gaze location varies
(Condition 3), respectively. The probability Pg;, that the seg-
mentation process is skipped for the current frame is given

by:
Pskip = (1 - an)Psac + (1 - Pm))(l - Psac)(1 - Png) (5)

To detect whether the current frame can be skipped or not,
the outer camera needs to sense the current input image Ir

and transfer the evenly downsampled version Ij‘f of I for
gaze detection, whose latency can be estimated as Ty =
Tc + T,,,. Considering the probability of frame skipping, the
average latency To, for SOLO to process one input frame
can be estimated as:

Tsoto = Tstandara(1 — Pskip) + TskipPskip (6)

5 SOLO Accuracy Evaluation

In this section, we evaluate the accuracy performance of

SOLO on instance segmentation task on three datasets: LVIS [33],

ADE20K [139], and Aria Everyday [27]. The input sizes for
each dataset are set to 640 X 640, 512 X 512, and 960 X 960,
respectively. For each sample in the training dataset, we
randomly select an IOI within the image and use the corre-
sponding ground truth label map of IOI for training.

For the segmentation network S, the segmentation head
Heg () and classification head H(.) are each composed of
three convolutional layers. The backbone of the segmenta-
tion network is built using several pretrained DNNs, includ-
ing HRNet-W32 [113], SegFormer-B1 [120], and DeepLabV3-
ResNet101 [17]. We refer to the SOLONet that uses the corre-
sponding backbone network as HR, SF, and DL, respectively.
The standard deviation o of Gaussian kernel k. (x, x") in
Equations 2 and 3 is set to 45, 35, and 50 for LVIS, ADE, and
Aria Everyday dataset, respectively. @ and f in SSA (Sec-
tion 3.5) are set to 0.05 and 20, respectively. A in Equation 4
is set to 0.1. The gaze ViT in the ESNet has 8 layers and 30%
of the tokens are pruned.

To evaluate the accuracy of SOLONet, two baseline algo-
rithms are developed. The first baseline algorithm, termed Av-
erage Downsampling (AD), generates I Ji by average downsam-
pling over the original Ir. The second baseline, termed Learn
to Downsample (LTD), as outlined in [45], performs saliency-
based downsampling over Iy without considering the gaze
location. Additionally, we compare the performance against
the original HRNet, Deeplab, and Segformer, which perform
conventional image segmentation on the full resolution in-
put and then select the mask of IOI from that of the entire
image. This baseline is referred to as Full Resolution (FR).

To evaluate the segmentation performance, we adopt In-
tersection over Union (IoU), a metric used to measure the
overlap between the predicted segmentation label map and
the ground truth label map. Specifically, we use two types of
IoUs: binary IoU (b-IOU), which is calculated using the binary
label map Yy, to evaluate segmentation accuracy for the I0I
without considering its class label, and classified IoU (c-IOU),
which is calculated using Y., and takes the classification
performance of the IOl into account.

5.1 Segmentation Accuracy

We evaluate the segmentation performance of SOLONet. For
each selection of dataset and segmentation backbone, we
control the computational cost in FLOPs to be roughly the
same across different baselines. For the LTD and SOLO base-
lines, the input image is downsampled to the sizes of 80 x 80,
64 X 64, and 120 x 120 for LVIS, ADE20K, and Aria Everyday,
respectively. HR downsamples Aria image to 100 X 100. For
AD, the input image is downsampled to the sizes of 85 X 85,
70 X 70, and 125 X 125 for LVIS, ADE20K, and Aria Every-
day, respectively. As shown in Table 2, SOLO consistently



ASPLOS 26, March 22-26, 2026, Pittsburgh, PA, USA

GFLOPs FR GFLOPs

0.53/0.45 516
0.54/0.43 405
0.51/0.42 993

0.49/0.43 368
0.46/0.42 295
0.42/0.40 627

0.51/0.43 405
0.46/0.41 322
0.43/0.41 847

Model | Dataset |~ AD LTD SOLO

LVIS 0.5/0.43  0.56/0.49 0.66/0.56 12
HR ADE | 0.48/0.37 0.53/0.43 0.64/0.54 9
Aria 0.43/0.39 0.48/0.46  0.6/0.57 21

LVIS | 0.45/0.36 0.50/0.41 0.63/0.53 7
SF ADE 0.4/0.33  0.45/0.40 0.56/0.53 5
Aria | 0.38/0.35 0.44/0.41 0.54/0.52 14

LVIS | 0.46/0.39 0.52/0.46 0.63/0.55 9
DL ADE | 0.41/0.35 0.45/0.40 0.57/0.53 7
Aria | 0.41/0.36 0.46/0.42 0.56/0.54 18

Table 2. Evaluation results on segmentation. The two num-
bers before and after "/" show the b-IOU and c¢-IOU. The first
GFLOPs column shows the computational cost for AD, LTD,
SOLO, and the second GFLOPs column shows that of FR.

outperforms the other methods in terms of both b-IOU and
c-IOU. Specifically, SOLONet with HRNet as the backbone
(HR) achieves the best overall results, as HRNet is larger and
more powerful compared to SegFormer and DeepLabV3. In
comparison, AD achieves the worst performance because
average downsampling evenly downgrades the size of the all
the objects within the input and eliminates key information
within IO, significantly degrading the accuracy.

5.2 Accuracy Comparison with Other Networks

In this section, we compare SOLONet with other state-of-
the-art segmentation methods including Mask2Former [20]
and OneFormer [43]. Both Mask2Former and OneFormer
are unified frameworks for instance segmentation that add
task specific modules on top of ViT-based backbone models
including Swin-Large [64], Swin-Base, Swin-Small, Swin-
Tiny, and Dinat-Large [35], this leads to multiple baseline
algorithms including Mask2Former-Swin-Large (M2F-S-L),

Mask2Former-Swin-Base (M2F-S-B), Mask2Former-Swin-Small

(M2F-S-S), Mask2Former-Swin-Tiny (M2F-S-T), OneFormer-
Swin-Large (OF-S-L), OneFormer-Dinat-Large (OF-D-L). All
algorithms are trained and evaluated on the LVIS dataset.
We averagely downsample the images to 60 X 60 for the
Mask2Former and OneFormer models to control the compu-
tational cost in FLOPs to be roughly the same as SOLONet.

The results, shown in Figure 12 (a), reveal that SOLONet
consistently achieves a significantly higher c¢-IOU. This high-
lights the effectiveness of SOLONet’s saliency mechanism,
which preserves a high input resolution for the IOI while
compressing less crucial regions.

5.3 SOLO Streaming Algorithm Evaluation

The SOLO Streaming Algorithm described in Section 3.5
skips some segmentation computations by reusing the re-
sults from previous frames. However, this may impact the
average segmentation accuracy across frames. To quantify
this impact, we assess the performance of HR with SSA ap-
plied on the Aria Everyday dataset across different a and
B settings, where o and f are the thresholds used by the
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Figure 12. (a) SOLONet evaluation under same computa-
tional budget, with results for LVIS. (b) Reuse accuracy. X-
axis represents the values of « and f before and after "/".

SSA in Section 3.5 for result reuse. We evaluate the average
c-IoU across all frames of the Aria Everyday video, using
the user gaze trace associated with each frame. The SSA is
then executed to output the IOI mask for each frame. We
modify the settings for & and f to study the tradeoff between
segmentation accuracy and computational efficiency (Fig-
ure 12 (b)). As @ and f increase, a greater number of frames
are skipped by reusing results from previous frames. This
results in only a slight decrease in c-IoU. For instance, when
60% of the frames are skipped, the c-IoU decreases by 0.05.

5.4 Accuracy Impact of Downsample Rate

We compare the b-IoU and c-IoU of HR trained with different
size of the downsampled image I Ji on LVIS and Aria Everyday
datasets. For LVIS, we compare the results when the images
are downsampled to the size of 120 X 120, 60 X 60, 40 X 40.
For Aria Everyday, the images are downsampled to the size
of 150 X 150, 90 X 90, and 60 X 60. The results are shown in
Figure 13 (a). It can be observed that a smaller I results in
lower b-IOU and ¢-IOU for SOLO, indicating that increasing
the downsampled image size can improve accuracy.

6 Hardware Performance Evaluation

In this section, we evaluate the SOLO hardware performance,
with additional results provided in supplementary materials.

6.1 Evaluation Setting

The proposed SOLO accelerator described in Section 4.2 is
implemented in Verilog, with RTL synthesized using Syn-
opsys Design Compiler [12] to estimate chip area, timing,
and power, based on 45nm CMOS technology [1]. The SOLO
accelerator operates at 1 GHz, with on-chip buffers modeled
using CACTI [11]. Synthesis results were scaled to 22nm
using DeepScaleTool [95] for alignment with current ARVR
technology. The total area is 4.7mm?, where on-chip buffers
dominate (69%), followed by the computational engine (24%),
input pre-processor (6%), and sensor controller (1%). We eval-
uate the GPU workload latency and energy consumption
on the NVIDIA Jetson Orin NX edge GPU [24] using the
NVIDIA Tegra System Profiler [80].

For the saliency-based sensor simulation, we adopt the
CMOS architecture developed in [59, 96], with a pixel array
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Figure 13. (a) SOLO IoU across different downsampled image sizes. (b) SOLO hardware performance evaluation.

of size 1440 X 1440. Each Pixel Sub-array (PS) includes 2 X 2
photodiodes. The ADC is arranged in a 2D array of size
8 X 360 = 2880, where each ADC handles a sub-group of 180
interleaved PSs, as described in Section 4.1. The pixel array
is simulated using a standard CMOS 65 nm process node,
while the remaining part of the image sensor utilizes a 22
nm process node. To support heterogeneous integration, we
adopt a stacked design and model the TSV latency as 0.134
ns/access and energy as 3.492 f]/bit, following [60, 69, 101].
In line with representative AR display designs, we model
the latency of AR display as 2 ms [128, 137] and the power
as 50 mW [91, 140]. The exposure time is set to 5 ms under
normal lighting condition [56, 71]. We evaluate the system
performance of the SOLONet using HRNet, DeepLab, and
Segformer as segmentation backbones, denoted as HR, DL,
and SF, in executing the instance segmentation tasks on the
LVIS, ADE20K, and Aria Everyday datasets with identical
algorithmic settings in Section 5. The values of « and f in
the SSA (Section 3.5) are set to 0, ensuring no frame skip.

6.2 SOLO Hardware Evaluation Results

SOLO is a joint optimization framework that includes in-
novative algorithmic design (SOLO algorithm) and novel
hardware design (SOLO accelerator and SBS). To evaluate
the individual contributions of each part to the overall sys-
tem performance, we use several baseline approaches. The
first baseline, called FR+GPU, follows traditional methods by
transmitting the full resolution image from the conventional
sensor to the AR SoC and executing the GT-ViT and con-
ventional segmentation DNN entirely on the GPU. The sec-
ond baseline, Sub+GPU, transmits the full resolution image
from the conventional sensor to DRAM and runs the entire
SOLONet and SBS on the GPU to segment the IOI within the
image. In the third baseline, Sub+Acc, we use the SOLO accel-
erator to execute the ESNet within SOLONet, while keeping
the other settings the same as Sub+GPU. The fourth baseline
(SBS+GPU) uses a saliency-based sensor for SBS while keep-
ing the entire SOLONet running on the GPU. Lastly, SOLO
enhances SBS+GPU by running ESNet on the SOLO acceler-
ator and the remaining parts on the GPU. The conventional
sensor adopts a rolling-shutter design with a column-parallel
ADC architecture consisting of a 4 X 720 = 2880 ADC array,
identical to our saliency-based sensor and aligned with prior
designs [94, 96, 103]. Comparing FR+GPU with Sub+GPU

HR SF DL
ADE LVIS Aria | ADE LVIS Aria | ADE LVIS Aria

FR+GPU | 326.6 430.1 598.2 | 237.0 306.8 423.3 | 262.5 342.1
SOLO 414 463 494 | 358 38.6 463 | 374 4038

Table 3. Latency numbers of FR+GPU and SOLO.
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Figure 14. (a) Latency breakdowns for different baselines.
The display latency is omitted given its small cost. (b)
Speedup across different SSA settings. The numbers before
and after "/" show the settings for « and f.

highlights the improvements brought by the SOLO algo-
rithm. Comparing Sub+Acc with Sub+GPU demonstrates
the benefit of the SOLO accelerator in accelerating the ES-
Net. Lastly, comparing SBS+GPU with Sub+GPU reveals the
contribution of SBS to the overall system performance.

Figure 13 (b) compares the above methods in terms of
energy savings and execution speedups on multiple segmen-
tation models and datasets. On average, SOLO achieves an
8.6 speedup and 9.1X energy saving compared to FR+GPU
across multiple segmentation neural network architectures
and datasets, while achieving better segmentation accuracy
on IOI as shown in Table 2. The superior performance of
SOLO is attributed to algorithmic improvements to segment
image at a much smaller size, along with the specialized
hardware design of the AR SoC featuring the saliency-based
sensing and SOLO accelerator.

Figure 14 (a) presents the latency breakdown for various
baselines running the HR model on LVIS and the DL model
on Aria Everyday dataset. We can observe that SOLO out-
performs the FR+GPU by enabling a much smaller hardware
cost on image segmentation and sensing+MIPI communica-
tion, thanks to the SBS and the associated reduction on input
size of the segmentation. Additionally, SOLO outperforms
Sub+GPU by significantly reducing MIPI communication
latency, and achieves better performance than SBS+GPU
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Latency HR SF DL
(ms) ADE LVIS Aria | ADE LVIS Aria | ADE LVIS Aria

Sub+GPU | 62.6 67.0 75.6 | 56.9 59.3 719 | 586 61.6 75.1
Sub+NPU | 541 59.2 704 | 484 515 66.7 | 50.1 53.8 699
Sub+Acc | 452 51.8 66.6 | 39.6 441 629 | 41.2 463 66.0

SBS+GPU | 58.7 61.5 61.8 | 53.1 53.8 554 | 547 560 584
SBS+NPU | 50.2 53.7 55.6 | 44.6 46.0 52.1 | 46.2 482 54.2
SOLO 414 463 494 | 358 38.6 463 | 374 408 484

Table 4. Latency comparison between NPU, GPU, and SOLO.

through faster ESNet processing. Detailed latency results
are presented in Table 3 and Table 4, showing that SOLO
enables the shortest end-to-end system latency among all
the baseline solutions.

6.3 Impact of SOLO Streaming Algorithm

In Section 6.2, we assess SOLO performance without result
reuse. This section further explores enhancements from the
result reuse in the SSA (Section 3.5). Specifically, we adjust
the settings for « and f. A larger value for a and f will
enhance the average hardware performance, as it leads to
more frames being skipped and more results being reused.
However, this improvement comes at the cost of accuracy,
as shown in Section 5.3. Additionally, we aim to evaluate the
system performance improvements from saccades.

The results are shown in Figure 14 (b). We observe that
changing « = 0 and f = 0 to = 0.05 and § = 20 causes an
1.35% speedup on average. Moreover, as shown in Figure 12
(b), this setting still achieves good segmentation performance.
Finally, incorporating additional result reuse due to saccades
further enhances performance by 1.1X%, leading to a 1.49%
speedup compared to the baseline without result reuse.

6.4 Comparison with Neural Processing Unit

Some of the recent AR devices also include a Neural Pro-
cessing Unit (NPU) for improved execution of Al tasks. For
example, the Meta Quest Pro is equipped with the Qual-
comm XR2 NPU [88]. To compare SOLO with an existing
NPU, we develop two additional baselines. The first base-
line, Sub+NPU, executes ESNet on the Qualcomm XR2 NPU,
with all other settings identical to those of the Sub+Acc base-
line described in Section 6.2. The second baseline, SBS+NPU,
executes ESNet on the Qualcomm XR2 NPU, with other set-
tings identical to those of SOLO. Table 4 summarizes the la-
tency comparison. NPU latencies are measured on the Qual-
comm XR2 mobile platform [88] using the Qualcomm AI
Hub toolkit [87]. We observe that Sub+NPU and SBS+NPU
achieve lower latency than Sub+GPU and SBS+GPU, yet
both remain inferior to SOLO, underscoring the necessity of
SOLO for AR implementations.
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Figure 15. (a) Latency and (b) energy evaluation of saliency-
based sensor. BL denotes the conventional image sensor. H
and L denote the high and low light intensity conditions.

6.5 Saliency Based Sensing Performance Analysis

6.5.1 Impact of Saliency Based Sensing on Frame La-
tency. To quantify the impact of SBS on frame latency, we
compare the Sub+GPU and SBS+GPU baselines shown in Fig-
ure 13 (b). On average, SBS+GPU reduces the frame latency
by 1.2x over Sub+GPU, with more pronounced benefits for
high-resolution images. The latency reduction achieved by
SBS stems from shortening both the ADC+readout, and MIPI
transfer stages, which are otherwise time-consuming,.

6.5.2 Latency and Energy Impact of SBS on Image
Sensing and MIPI transfer. Figure 15 presents detailed
latency and energy results for the sensor, separated into ex-
posure, ADC+readout, and MIPI transfer stages. We compare
the sensing cost of the saliency-based sensor in SOLO with
that of a conventional column-parallel sensor, using the hard-
ware settings described in Section 6.2. Since exposure time
depends on lighting conditions, we evaluate across high light
intensity and low light intensity conditions, where the expo-
sure time is set to 2 ms and 10 ms [56, 71], respectively. On
average, saliency-based sensor achieves a 4.3x reduction in
latency in high light intensity conditions. For example, when
processing 960 X 960 images in Aria, after a fixed 2 ms expo-
sure time in high light intensity condition, the conventional
image sensor in the Sub+GPU scheme converts and transfers
all pixel values, incurring 5.8 ms ADC+readout latency and
10.5 ms MIPI transfer latency. In contrast, the SBS scheme
reduces the number of captured pixels and sensing rounds,
lowering ADC+readout latency to 0.7 ms and MIPI transfer
latency to 0.6 ms. In low-light conditions, where exposure
time dominates, the latency improvement is less pronounced,
yet SBS still achieves an average 1.9X reduction compared to
conventional sensor. For energy, where ADC+readout and
MIPI transfer are the primary bottlenecks, SBS provides 8.9x
saving on average.

6.6 User Study

To assess the improvement in user experience provided by
SOLO over the conventional FR+GPU approach (Figure 13),

we simulate their visual effects on the Meta Quest Pro HMD [86].

For each test image, segmentation masks for the IOIs were
precomputed using HR and Mask2Former (M2F-S-L) [20],
following the settings in Section 5.2. During the user study,
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Figure 16. Participants are
joining in the user study,
which consists of 32 trials.
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Figure 18. Four screenshots captured during the user study.
In Image 1 and 2, red dots indicate current gaze locations,
blue cross represents the gaze location used for segmentation,
reflecting a prior state due to latency.

the HMD displays the mask of the currently observed IOI
according to gaze locations obtained by the gaze tracker,
simulating the visual effects of both algorithms.

To account for system performance, we simulate process-
ing latencies using the settings in Section 6.1, and artificially
introduce the delay between the moment the user’s gaze
identifies the IOI and when the segmentation mask is dis-
played on the VR screen. Due to its reduced input size, HR
exhibited significantly lower average latency (42.6 ms) com-
pared to M2F-S-L (547 ms). Figure 18 illustrates these differ-
ences: in Image 1, HR maintains low latency, ensuring masks
closely align with current gaze location, whereas in Image 2,
FR+GPU’s higher latency results in noticeable misalignment
between the mask and current gaze location.

Seven participants take part in the study (in Figure 16,
where the computer monitor display the HMD-cast content),
and interact using the HMD controllers. The stimuli consist
of four images (Figure 18). The two methods, denoted as
m; (HR) and m, (FR+GPU), are directly compared. Partici-
pants perform a two-interval forced-choice (2IFC) task [124],
viewing two segmentation results (¢; and t;) per image, with
masks and latency applied. Each participant completes 32
trials of 4 images, each tested with both ¢ and m pairs across
4 repetitions in random order. Figure 17 presents the results
that HR is preferred in 96%+6% of trials, consistently outper-
forming the baseline across individual images (96%+6% for
image 1, 91%+16% for image 2, 100%+0% for image 3, and
95%+10% for image 4). These results evidence that SOLO can
improve AR user experience.

To evaluate SOLO’s robustness on dynamic scenes, we test
it on the DAVIS 2016 dataset [85], which contains videos with

' Image 3

Figure 19. Four screenshots of user study on DAVIS 2016.

moving targets and dynamic backgrounds. We randomly
select one point in the video frame as the gaze location and
train the SOLO with HR network, which achieves b-IoU and
c-IoU of 0.56 and 0.49 on DAVIS 2016 dataset. The frame size
is set to 480 X 480 in our experiment and HR downsamples
the frames to the size of 60 X 60. In contrast, we evaluate the
original M2F-S-L to segment the full resolution image and
select the IOI mask, resulting in the b-IoU and c-IoU of 0.44
and 0.41, showing the superiority of SOLO on this dataset.

Additionally, we select four representative videos from
the validation dataset and conduct the user study, with one
frame from each of the videos shown in Figure 19. To simu-
late processing latency, we introduce a delay of 33 ms for HR
and 478 ms for M2F-S-L on the 480 x 480 resolution frames.
We conduct an in-depth A/B preference test with four partic-
ipants (32 trials per participant, 128 trials total). Under the
null hypothesis that SOLO and the baseline are equally likely
to be chosen (P = 0.5), a one-sided binomial test [74] showed
that SOLO was selected in 122 of 128 trials, yielding a highly
significant result (P < 1.67 X 10~%°). This demonstrates a
strong preference for SOLO in dynamic scenes.

We also evaluate HR with SSA applied on the DAVIS 2016
dataset. Although in DAVIS 2016 dataset, the scene is more
dynamic compared to Aria Everyday dataset, SSA still skips
13% of frames. The c-IoU changes from 0.49 to 0.48, demon-
strating SSA’s robustness in accurately determining skip con-
ditions. Despite the reduced reuse opportunities, SOLO main-
tains an average end-to-end per-frame latency of 28.7 ms
with SSA applied, well within the 50 ms real-time budget.

7 Conclusion

Image segmentation is crucial for AR applications, but pro-
cessing full resolution input frames is significantly costly.
SOLO tackles these challenges by utilizing the natural dy-
namics of human eye behavior to minimize the computa-
tional load of the segmentation process.

The saliency-driven subsampling principle can also ex-
tend to other vision tasks that rely on user attention. Overall,
SOLO not only enables efficient Al applications on AR de-
vices but also opens up a new field of research in integrating
human attention with Al system design.
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