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ABSTRACT

The proliferation of Virtual and Augmented Reality (VR/AR) and
the Internet of Things (IoT) applications is driving the demand
for efficient Deep Neural Network (DNN) inference at the edge.
These applications often impose stringent Service Level Objectives
(SLOs), such as latency or accuracy, that must be met under the
constraints of limited resources and dynamic network conditions.
In this study, we explore a novel approach to DNN inference across
multiple edge devices, incorporating both model customization
and partitioning dynamically, to better align with these constraints
and SLOs. Unlike conventional methods that employ a single fixed
DNN network, our system, termed Murmuration, combines one-
shot Neural Architecture Search (NAS) and Reinforcement Learning
(RL) to dynamically customize and partition DNN models. This
approach adapts in real-time to the capabilities of the edge devices,
network conditions, and varying SLO requirements. The design of
Murmuration allows it to effectively navigate the large search space
defined by DNN models, network delays, and bandwidth, offering a
significant improvement in managing trade-offs between accuracy
and latency.

We implemented and evaluated Murmuration using a variety
of edge devices. The results show that our approach outperforms
state-of-the-art methods in terms of inference accuracy by up to 5%
or latency by up to 6.7x. With the flexibility of model customization,
Murmuration can meet SLO under a wider range of network delays
and bandwidths, improving SLO compliance rate by up to 52%.
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1 INTRODUCTION

Deep neural networks (DNNs) are revolutionizing many fields such
as computer vision and natural language processing. These DNNs
play an important role in many edge computing applications such
as Augmented/Virtual Reality (AR/VR), Internet of Things (IoT),
and autonomous driving. Many of these applications have real-time
requirements, where they must meet strict Service Level Objects
(SLOs) for latency or accuracy. This is essential for ensuring safety
or enhancing the user experience.

Meeting SLOs of DNN inference in edge computing applications
is challenging, due to the limited computing resources of edge
devices and the dynamic network conditions. It is important to
consider both the DNN model selection and deployment strategy
in order to meet the accuracy or latency requirements.

One traditional way is to run DNN inference in a single edge
device or a cloud server, shown in Figure 1(a). However, it can often
be challenging to meet strict SLOs using these methods. When
running the inference of a DNN model in an edge device, it can
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incur high latency due to the limited computing resources. On
the other hand, deploying DNN inference in a cloud server can
also result in high latency, attributed to the network delay from
communicating with a far-away cloud server.

Recent research has demonstrated that partitioning a DNN model
across multiple devices can enhance inference performance by re-
ducing latency. An illustration is shown in Figure 1(b). The papers
by Teerapittayanon [13] and Kang [7] explore the concept of parti-
tioning deep neural network models on a layer-by-layer basis. This
involves executing the initial layers on a local device and the subse-
quent layers on a separate remote node with greater computational
resources. The authors of [16] focus on spatial partitioning where
a DNN layer is partitioned into multiple sublayers and distributed
across multiple nodes for parallel execution. While these techniques
have the potential to enhance inference latency, they all use a single
fixed DNN for inference, thereby limiting adaptability during run-
time to handle varying accuracy and latency requirements under
complex environments. For instance, when varying bandwidth be-
tween 5-500 Mbps (shown in Figure 16(b)), a state-of-the-art fixed
DNN method only has a 0-44% SLO compliance rate. In other words,
using a static DNN fixes the accuracy and restricts the trade-off
between latency and accuracy.

To this end, we propose an SLO-aware distributed inference
framework termed Murmuration, which jointly adapts neural net-
work architecture settings and model partition strategy according
to the underlying infrastructure condition and SLOs. This is il-
lustrated in Figure 1(c). The goal is to offer a more dynamic and
adaptive solution to meet application SLOs under diverse network
characteristics.

Designing this framework entails addressing two primary chal-
lenges. Firstly, there exists a multitude of potential DNN models
and model configurations to select from, aiming to effectively cater
to diverse SLOs, network conditions, and device types. For instance,
for a 5-device (1 local and 4 remote) environment, with ten band-
width settings, ten network delay settings, and ten inference latency
constraints, we have 10° different settings (9 = 4 remote devices
X 2 metrics + 1 inference latency constraint). This further makes
preparing the DNN models and finding the appropriate models chal-
lenging. Secondly, to support mobility of devices at the edge and
varying network connectivity, it is imperative to dynamically adjust
the DNN model and its deployment in real-time during runtime to
consistently adhere to the SLO.

To tackle the first challenge of finding different DNN models
specialized for different environment settings and SLOs, we use
one-shot Neural Architecture Search (NAS) techniques to train par-
titionable DNNSs. In effect, we train a "supernet”, which is a large
network that encapsulates smaller subnetworks. Once trained, the
supernet provides a large number of submodels that can be sam-
pled according to specific targets. We use spatial partition, feature
map quantization, model depth, and model width as the search
criteria. This makes the learned model more partition-friendly in
comparison to other existing approaches.

To support real-time model adaptation, Murmuration formu-
lates the DNN model and partitioning strategy search as a goal-
conditioned multi-task Reinforcement Learning (RL) problem, where
the SLO is the goal and network conditions construct different
tasks. Murmuration proposes a novel RL training algorithm called
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SUPREME (Share, bUcketed, PRunE, Epsilon-greedy, Mutation Ex-
ploration), to improve exploration and data sharing across multiple
tasks. SUPREME maintains a bucketed replay buffer for different
SLO constraints and network conditions, and shares the model
selection and partitioning strategies between the buckets when
possible. It tries to explore and find critical SLOs and network con-
ditions points to reduce the search space, so it can attain better
joint DNN model and partitioning decision performance.

We implemented Murmuration to support efficient execution on
a wide range of edge devices. We conducted extensive experiments
for image classification tasks with a variety of network conditions
and SLOs. Under different device and network conditions, Murmu-
ration is able to achieve up to 6.7X latency reduction or up to 5%
higher accuracy compared to existing approaches. Murmuration
excels in meeting stringent SLOs concerning accuracy and latency.
Compared to existing approaches, it adapts more efficiently under
a wider range of network conditions, achieving up to 52% SLO
compliance rate improvement compared to the baselines.

The main contributions of the paper are:

e A novel approach for jointly tailoring neural network set-
tings and partition strategy for distributed inference based
on device network conditions and SLOs;

o A one-shot NAS supernet for distributed execution by using
new search space and training techniques;

e An RL training technique called SUPREME, which improves
exploration and sharing during training, and significantly
outperforms existing RL algorithms;

o Design and implementation of Murmuration, a SLO-aware
distributed inference system with smart model selection and
partitioning;

o Extensive evaluation of Murmuration, demonstrating its per-
formance and its ability to meet SLOs with high probability.

2 BACKGROUND & RELATED WORKS
2.1 Distributed Inference

The literature on model-based distributed inference at the edge can
be broadly classified into: 1. Layer-wise partitioning; 2. Spatial par-
titioning. Figure 2 illustrates these two types of model partitioning.

Layer-wise partitioning executes early DNN layers in a local
compute node and offloads later layers to a remote node. [4] is one
of the earlier works that offloads the later stages of image classi-
fication computation to the cloud. Neurosurgeon [7] proposes a
method to automatically partition DNN models between a mobile
device and a cloud server based on network latency and energy
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consumption. [5] goes a step further to design a Dynamic Adaptive
DNN Surgery Scheme that generates an optimal partition of a DNN
based on dynamic network conditions. The authors formulated the
problem as a min-cut problem and a optimal solution is proposed.
However, the performance gain from distributed execution is lim-
ited as the model structure and the network bandwidth can restrict
the inference latency. BranchyNet [13] utilizes exit points in initial
network layers for quick local decision-making. If early layers are
uncertain, computations are offloaded to the cloud for enhanced
accuracy. While this approach improves inference latency, its accu-
racy varies based on input data, leading to uncertainty in inference
outcomes.

Spatial Paritioning is another way model partitioning, where
each layer’s input feature is split into multiple parts, and multiple
nodes are used to execute them in parallel. The goal of these parti-
tioning methods is to reduce inference latency or single-node com-
putation load for inference tasks. DeepThings [17] tries to offload
inference tasks to a cluster of edge devices by partitioning the CNN
inputs of each layer spatially into multiple tiles. ADCNN [16] pro-
poses a method called Fully Decomposable Spatial Partition (FDSP)
to efficiently partition the input spatially. It adds zero padding to
the edge of each tile to reduce cross-partition dependency and to
use progressive training to assure high inference accuracy. [9] stud-
ied spatial partitioning using Matching theory and proposed an
adaptive partitioning method to automatically partition the input
to minimize communication time and reduce storage requirements.
CoEdge [14] designs a system for distributed inference using spatial
partitioning, but it focuses more on reducing the energy consump-
tion of the IoT computing devices. EdgeFlow [6] models DNNs
as Directed Acyclic Graphs (DAGs) and proposes a progressive
algorithm to optimize spatial partitioning.

The aforementioned works only consider a single network at a
time which limits inference performance and their ability to provide
flexible accuracy and latency tradeoff. In this paper, we co-design
the model and the system in order to optimize the inference perfor-
mance based on the application requirements and infrastructure
conditions. Moreover, we aim to develop a more general distributed
inference system that combines the advantages of the above two
types of distributed inference.

2.2 DNN model adaptation/switching

Some previous works focus on DNN model adaptation based on
resource constraints. One type of adaptation falls in the subfield of
one-shot NAS. "Once-for-all" [1] proposes a progressive shrinking
technique to train a "supernet" that contains a large number (10'°)
of submodels with different kernel sizes, depths, and channel sizes.
Once trained, it can search for the best model for the target device
based on its resource constraint and latency constraint using an
evolutionary search algorithm. Later, Autoformer [2] extends this
approach to Visual Transformer. Another type of model adapta-
tion is investigated in the DNN server literature. INFaaS[11] and
[15] are frameworks that are used for Al-as-a-service running in
the cloud and select a model based on the load and underlying
resources. Although these works consider DNN model adaptation,
they all operate in a single device, while our work focuses on the
distributed execution of DNN across multiple devices with DNN
model adaptation.

3 REQUIREMENTS & TARGET SCENARIOS

We aim to create a real-time, adaptable framework for distributed
Deep Neural Network (DNN) inference, focusing on optimizing
DNN model selection and partitioning strategies based on user-
specific SLOs and network conditions. This framework focuses
more on image classification tasks with Convolutional Neural Net-
works (CNNs), but the same technique can also be further extended
to support other DNNs such as transformer-based models. The
framework operates on multiple diverse devices located in close
proximity with varying computational power and networking ca-
pabilities (in terms of network bandwidth and delay). Based on
user-specified SLOs in terms of latency or accuracy, the framework
selects DNN models and partitioning strategies in real-time by con-
sidering device-network attributes, ensuring the decision process
does not impact inference execution.

4 METHOD

In this section, we present the detailed design for Murmuration. The
operation of Murmuration has 3 stages: 1) DNN training; 2) Policy
training; and 3) Deployment. Figure 3 shows a high-level overview
of how the framework operates. During the first stage, we employ
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NAS techniques to train a supernet DNN. This supernet contains
multiple submodels, which can be selected according to SLO and
network conditions. In the second stage, we employ our SUPREME
algorithm to train a RL policy capable of handling model selection
and partitioning. This RL policy is applied in the third stage, during
runtime, to make decisions on model selection and partitioning,
which guide the distributed execution of DNN inference.

We will first briefly describe partition-ready one-shot NAS model
training. Then we focus on details of our SUPREME RL algorithm
for joint DNN model and partition decision-making.

4.1 Stage 1: Partition-Ready One-Shot NAS
Training

[l L

fmap
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Spatial Partitioning Training  Feature Map
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Figure 4: Supernet and Search Space (dynamic model depth
and width not shown)

To tailor a DNN for different network conditions and SLOs, we
need flexible DNN settings that can cover different situations. One-
shot NAS techniques are a promising approach to training a large
supernet that contains multiple submodels with different model ar-
chitecture settings. However, most of the one-shot NAS techniques
such as [1] are designed for a single device, which makes them not
suitable for our problem. Distributed execution of a DNN requires
the model to be partitionable layer-wise and spatial-wise. We also
need to minimize the amount of data that is transferred between
devices to reduce inference latency caused by communication.

With this in mind, we propose to include spatial partitioning [16]
and input quantization, on top of kernel size and block depth (num-
ber of layers), as search spaces during one-shot NAS training. Fig-
ure 4 shows a high-level illustration of this idea. For CNN models,
spatial partitioning enables the division of a CNN layer’s input
feature map into smaller patches (as shown in the yellow boxes in
Figure 4), allowing for separate computations to be performed on
each patch, which further enables the parallel computation for each
layer across multiple devices. To further reduce the communication
required between CNN operations on these patches, we leverage
the FDSP technique from [16], which adds zero padding to each
patch to eliminate the need for communication between neighbor
patches. Using FDSP improves the model’s performance in latency
due to reduced network communication and parallel execution, but
it can also have a small impact on the model’s accuracy. This char-
acteristic in fact provides us more flexibility in trading off between
accuracy and latency. We introduce different options for spatial
partition (e.g., 1X2, 2X2, etc) into the NAS training, which allows us
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to select different spatial partition strategies at run time. This gives
us more variety of models to support different network conditions
and SLOs. Note that this spatial partitioning strategy can also be
applied to other DNN models such as Vision Transformers, where
different image patches are sent to different devices for parallel
attention computation in order to improve inference latency.

Furthermore, the input quantization search space involves the
quantization bitwidth selection for the inputs of each DNN layer.
This quantization option is useful when transmitting the inter-
mediate DNN data between two devices (such as in layer-wise
partitioning), as it can effectively reduce the communication vol-
ume during transmission. With these search spaces for one-shot
NAS, we obtain a partition-ready DNN supernet that can be used
by the following stages for policy training and deployment.

4.2 Stage 2: Reinforcement Learning Problem
Formulation and Policy

4.2.1 Formulation. Similar to prior research in NAS [10] and DNN
placement [8], we employ RL as our approach to select the submodel
in supernet DNN produced in the first stage. Nonetheless, our
challenge diverges from earlier research in two aspects: 1) We are
making joint decisions about both the submodel configuration and
the partition/placement strategy, whereas prior studies typically
focus on only one of these aspects. 2) Our objective is to meet
user-specified SLOs across a wide spectrum of network conditions,
significantly complicating our problem compared to prior work.

We formulate the above problem as a goal-condition multi-task
RL problem. The SLO provided by users is considered the goal
for the RL problem. Different network conditions of the devices
are considered different tasks. Intelligent RL policy needs to be
developed to select a DNN submodel and partition strategy to meet
the SLO under diverse network conditions.

More specifically, the model selection and partitioning problem
is formulated as a sequential decision-making problem where the
policy makes decisions for each DNN layer sequentially. Each layer
of DNN model is separated into multiple actions, each either cor-
responding to a DNN model setting y; of the layer k (a';[,) or the

device selection for partitions p; of the layer (af;), where y; is the ith
model setting and p; is the jth partition in the layer. We define all
the actions @ = {a%o, a(;y, ago, agp, alyo, azg, ...}, where Y
is the number of model settings for each layer, P is the maximum
number of partition in each layer, and m is the total number layers.

The goal of this RL problem is to optimize the following formula:
maXEc~p(c) [EI;NP(I;),[NP(D [Ec~r(r(a))]] (1)

where r is the reward of the model, c is the SLO, b is a vector of the
bandwidths of all the devices, [ is the network delays of all devices,
7 is the RL policy, and 7 is the trajectory. In this work, there are two
ways to define the SLO type. With the goal-conditioned formulation,
if inference latency is used as SLO, we have:

| aA-p ifL<Lsio
"= { 0 otherwise @
and if inference accuracy is used as SLO:
| aL-p ifA>Asio
r= { 0 otherwise ®)
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where A, Agr o are inference accuracy and accuracy constraint re-
spectively, L, Ls1 o are the inference latency and latency constraint
respectively, and @, f§ are hyperparameters.

4.2.2  RL Policy Design. Using the above formulation, we perform
model setting and partitioning strategy selection through sequen-
tial decision-making. Figure 5 shows the model of the policy we
used. The backbone of our policy model is the Long Short-Term
Memory (LSTM) network, which facilitates the propagation of
information across successive decisions. An LSTM is preferred
over a transformer in this instance due to its lower computational
power requirement. The state of the policy, denoted as s, consists
of the DNN’s model settings decided so far (m!=1), the SLO con-
straint (c), and the network bandwidth bdl R bdz, ...bdn ,network delay
g lays oo ldn, and device type ug,, .Uq, for devices {d1,d2, ...,dn}.
For each category of action (e.g., spatial partitioning, quantization,
etc.), the model incorporates specialized fully connected layers.
Through a sequence of decisions for both model setting and parti-
tion placement, we choose the strategy that meets the SLO under a
specific network condition.

Model setting selection Model partiEion strategy

| | | | | \
| | Layerk | | Layer k | | Layerk |

| Laverk | 1 averk | | | | Partition | | Partition |

‘f‘ SP_atia_I ;“Quantization‘\ | Cha_nnel H #1 Device | | #2 Device |
|Partitioning| || S || select | select |
Latency/Accuracy | L L
constraint
Devices type, _ | s » 0 0
bandwidth, delay 2 2 2 2 2

e T
Model config (™) ™| nigden | J hidden | hidden |~ hidden -
state state state state

Repeat for layer k =1 tom

Figure 5: RL policy design

4.3 Stage 2: Challenges of Existing RL Methods

One may consider solving the above problem formulation using tra-
ditional RL algorithms such as Proximal Policy Optimization (PPO)
or Deep Q Network (DQN). However, our experiments showed
that traditional RL algorithms give suboptimal performance. We
believe this is due to the high dimensionality of our problem and
the limited exploration of traditional RL algorithms. With the goal-
conditioned formulation, the model would obtain 0 rewards if the
SLO constraint is not met. In this case, the RL model can often
get no signal if the exploration does not end up finding a model
and partition combination that satisfies the SLO. This problem is
further exacerbated with the multi-task setting where the number
of different devices’ network condition configurations is extremely
large, This makes the exploration even harder as the network needs
to explore and find trajectories that can cover the different net-
work conditions while satisfying the SLO. Our evaluation results
in Figure 12 confirm this hypothesis.

Goal-Condition Supervised Learning (GCSL) is shown to have
better or similar performance compared to the standard RL tech-
nique for goal-reaching tasks [3]. It learns goal-reaching behaviors
without the need for external demonstrations or a value function.
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It collects trajectories, relabels them using hindsight to be opti-
mal for the goals that were actually reached, and uses supervised
imitation learning to train an improved goal-conditioned policy.
However, GCSL also suffers from poor exploration. To Solve the
above problem, we propose the SUPREME algorithm below.

4.4 Stage 2: RL Training with SUPREME

Data Augmentation & Processing |
[ Sharing H Pruning H Mutation]

+ ( N\

T>c =~ Reward-Filtered Bucketed

DEQ > &

s E Replay Buffer ©

o = . S o 8’

s ol o=

s2g Y Data £Eg

g =0 Collection \ Polic £0

w 3 e oY =
A Z training

Environment) policy Network

Figure 6: SUPREME RL Training Overview

In the SUPREME training flow, as illustrated in Figure 6, a central
component is the reward-filtered bucketed replay buffer, holding
replay data used for policy training. The training comprises two
loops. The lower loop aligns with conventional RL policy training,
involving using replay buffer data for policy training and apply-
ing the updated policy with exploration to accumulate more data
into the replay buffer. We use GCSL for training the RL policy.
The upper loop focuses on optimizing the replay buffer through
processes such as sharing, pruning, and mutating data, aiming to
augment the exploration capacity of the RL training. SUPREME
differs from existing RL training techniques in three main areas: 1)
Replay buffer structure; 2) Training data share across tasks; 3) Re-
play buffer augmentation through sharing, pruning, and mutation.
Next, we provide details of the components in the figure.

4.4.1 SUPREME Algorithm. The SUPREME algorithm is designed
to enhance exploration within our specific problem domain. It inte-
grates bucketed data sharing, data pruning, epsilon-greedy explo-
ration, and mutation mechanisms. The foundation of SUPREME’s
design is the following observation:

A strategy (model selection and partitioning), discovered for a
specific SLO and network conditions constraint, effectively serves as a
lower bound when these constraints are relaxed.

For instance, if a strategy is discovered for a specific SLO, band-
width, and network delay, it remains applicable when there is a
higher inference latency allowance, increased bandwidth, or re-
duced network delay. While this strategy might not represent the
optimum solution, it serves as a valuable lower bound to facilitate
our search process for high-reward strategies. Figure 7 shows an
example of this observation in 2D. This idea is applicable to higher
dimensional space as well. In 3D, for example, the grey area would
be a box.

This observation allows us to share the exploration results
across multiple tasks, which can significantly increase the data
available for training under different constraints. From our observa-
tion, this can quickly boost the policy’s performance under a large
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Bucketed Replay Buffer: In the SUPREME implementation, we
utilize a bucketed replay buffer, enhanced with reward prioritization.
This is illustrated in Figure 8. The process begins by discretizing
the constraint space into distinct buckets. Each bucket comprises a
queue to store replay trajectories, retaining only the top n reward
data, where n symbolizes the queue size.

When the exploration mechanism yields new trajectory data, it
undergoes a reward and state relabeling process. Subsequently, if
the data is among the top n rewards, it is added to the appropriate
bucket.

To enable efficient replay data sharing across various tasks, a
tree structure is constructed among the buckets. It’s worth noting
that the tree structure varies based on the dimensionality of the
constraint space. For instance, a 2D constraint space results in a
binary tree as depicted in Figure 7, while a 3D space gives rise to a
ternary tree, and so on.

Data Share Across Tasks: During training, we share replay
data across multiple buckets by following the reverse direction
of the tree. If a bucket is empty, we use the data in the nearest
ancestor’s bucket. Figure 9(a) illustrates this idea. This ensures that
all the buckets contain data when sampled (as long as a non-empty
ancestor bucket is available). The tree structure design also makes
sure we can look up data quickly.

Data Pruning: Another key piece of information obtained from
our aforementioned observation is that: if we find a strategy @ney
with a lower reward (the blue or yellow dots in Figure 7) than the
lower bounded strategy dy;, (red dot in Figure 7), then this dpnewy
strategy can be pruned as it’s not as good as the low bound strategy.
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This observation essentially allows us to cover the continuous
constraint space using a discrete number of strategies. Mathemati-
cally, SUPREME turns the RL optimization objectives from Equa-
tion 1 into the following:

max Ecisl;i:l_i“‘P(z) [Eren(r(a))] 4)

where ¢;, by, I; is a critical SLO and network condition, and z is a
set of all critical configurations. This method allows us to focus on
fewer data points while not compromising performance.

To implement this in our bucketed replay buffer, we use the tree
structure of the buckets to help with the pruning task. Again we
traverse the reverse direction of the tree and if the nearest ancestor
bucket has higher rewards, then data in this bucket can be pruned.
Figure 9(b) illustrates this idea.

Data Mutation: Lastly, we add data mutation to data in the
replay buffer. This basically tries to randomly perturb some actions
of the trajectory data in the replay buffer to get new trajectory data,
which is then relabeled and added back to the replay buffer. We
also added simple mutation heuristics such as improving execution
locality and updating suboptimal buckets.

5 MURMURATION IMPLEMENTATION
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Figure 10: Murmuration Implementation Diagram

We implemented Murmuration to support the deployment of
distributed inference. This section focuses on the deployment and
runtime (i.e. stage 3 of the Figure 3) of the Murmuration framework.
Figure 10 shows the high-level diagram of the system. We will
provide details of each module below: The Network Monitoring
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module monitors network delay and bandwidth using active and
passive methods to measure connectivity between local and remote
devices. The SLO API enables users to specify latency or accuracy
SLOs as a scalar value.

The Monitoring data Predictor module predicts short-term
monitoring data change, which allows us to precompute the model
selection and partition strategy in advance. It utilizes a lightweight
linear regression method for monitoring data prediction.

The Model Selection and Partition Decision module utilizes
the RL model to determine the optimal DNN model selection and
partitioning, based on both real or predicted monitoring data.

A Strategy Cache is utilized to store the known constraint (net-
work condition and SLO) to strategy (model selection and partition)
mapping. This reduces the need for redundant execution of the
RL model. The model selection and partitioning decisions are sent
to the Model Reconfig module for updating the local submodel.
Then the Scheduler dispatch different parts of the model to be run
locally or remotely. We use gRPC for device communication.

5.1 Fast Model Adaptation

The Murmuration system decides on model selection and partition-
ing before each inference request to adapt to changing network
conditions. On top of the relatively fast RL algorithm in decision-
making, a Strategy Cache is used to further reduce the need to fre-
quently execute the RL algorithm. Moreover, The Monitoring Data
Predictor forecasts network conditions, allowing for precomputa-
tion with RL algorithm and caching of strategies for fast adaptation.

Furthermore, we load the full supernet model in memory instead
of loading only the submodel. This is desirable as we can perform
model switching without memory copies or disk access, and thus
significantly reduce the model switch time. We show in Section 6.4.5
that we can perform model switching in a few milliseconds. These
techniques combine to enable fast model adaptation during runtime.

6 EVALUATION

To assess the effectiveness of the Murmuration framework, we first
evaluate the performance of the SUPREME RL algorithm. Following
that, we evaluate the overall performance of the Murmuration
system when deployed across multiple edge devices. Evaluations
are done on two scenarios:

¢ Augmented Computing Scenario: This configuration com-
prises one device with lower computational capacity, desig-
nated as the local device, paired with a higher computational
power device equipped with a GPU. An example use case is
AR/VR where a resource-constrained headset is often paired
with a more powerful device. In our experiement, we use
one Raspberry Pi 4 and one Desktop with AMD Ryzen 5500
CPU and Nvidia GTX1080 GPU.

e Device Swarm Scenario: This configuration consists of five
edge devices with modest computational power. One acts as
the local device, and the remaining four are considered as
remote devices. Example use cases are cooperative robots and
drones in search and rescue, remote sensing, and agriculture.
We used 5 Raspberry Pi 4 in our experiment.
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6.1 SUPREME Algorithm Evaluation

In the evaluation of the SUPREME algorithm, we focus on the
two main metrics: reward and SLO compliance rate. We compare
SUPREME to the following baselines:

e PPO [12]: Proximal Policy Optimization is a state-of-the-art
on-policy RL algorithm.

e GCSL [3]: Goal-Condition Supervised Learning is an iter-
ative supervised learning algorithm for goal-condition RL
problems.

6.1.1 Training Experiment Setups. Experiments are done for the
two aforementioned scenarios. We allow each device to have dif-
ferent network latency and bandwidths. We set a maximum and
minimum value for all the metrics: network delays, bandwidths,
and latency SLOs. For each of these metrics, we use 10 discrete
points for training. Note that during inference time, continuous
values can be used for these metrics.

For model selection in SUPREME, we train a supernet using a
variance of MobileNetV3 as the base network. The supernet consists
of 6 customizable settings for each layer: varying spacial partition-
ing (1x1 to 2x2 partitioning); input feature quantization (32bits
to 8bits); image resolution (224 to 160); model block depth (4 to
2), model kernel size (7 to 3). This supernet is trained with the
ImageNet data, and an accuracy predictor is used for accuracy pre-
diction during RL policy training. For the Policy network, we use
a 1-layer LSTM with 256 hidden units, and each action type (e.g.
model setting, device selection) uses a different fully connected
layer for generating the output.

For SUPREME training, we also incorporate curriculum learning
where we gradually add in new constraint space. For instance, we
start with varying SLOs and device 1 bandwidth, then we slowly
add device 1 delay, device 2 bandwidth, and so on. For both GCSL
and Murmuration, two trajectories (one for the max size submodel
and one for the min size submodel) are used to bootstrap training.
We run each training 3 times to obtain the average training reward
and variance.

6.1.2  RL Policy Training Results. Figure 11 shows the training per-
formance in terms of average reward achieved versus the number of
training steps, when using inference latency as the SLO. The average
reward is the mean of reward across all validation constraints (i.e.
evenly distributed points in the SLO and network conditions space).
We see that SUPREME significantly outperforms the baselines in
terms of reward achieved. This illustrates SUPREME’s enhanced
efficiency in exploring model selection and partition strategies,
leading to high inference accuracy.

Figure 12 shows the normalized SLO compliance rate throughout
the training. Since some constraints are not achievable (e.g. 100ms
inference latency constraint with a network delay > 100ms), we
normalize the compliance rate by the highest achievable compli-
ance rate of all methods (i.e. focusing on the satisfiable constraints).
SUPREME is able to achieve a much higher compliance rate than
the baselines. This again underscores the advantages of SUPREME’s
data sharing and exploration mechanisms. Moreover, SUPREME
is able to learn the policy with a relatively low amount of data,
attributed to the bucketed reward-filtered replay buffer data struc-
ture. Overall, SUPREME provides an effective way to train an RL
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policy for selecting the DNN model and partitioning strategy under
a large number of SLO, network delay, and bandwidth constraints.

6.2 Murmuration Distributed Inference
Evaluation

We evaluated the overall performance of Murmuration when de-
ployed on distributed devices at the edge. We compare the Murmu-
ration’s performance with other distributed inference frameworks.

6.2.1 Baselines. We compare Murmuration to the following dis-
tributed inference work:

e Neurosurgeon [7]: Layer-wise partition framework that
splits DNN on two devices for inference acceleration.

e ADCNN [16]: A spatial partition framework that partitions
feature maps spatially across multiple devices for parallel
execution and inference speed up. It uses a finetuned CNN
to reduce communication.

We combine these baseline distributed methods with different ex-
isting DNN models where possible to get a more comprehensive
list of baselines.

6.3 Experiment Setup

We evaluate the Murmuration system for the two scenarios intro-
duced at the beginning of this section. These physical devices are
connected to an Ethernet switch with 1GB wired connections. We
control the network bandwidth and latency by using the tc traffic
control tool. Each data point is collected by running 20 inferences
with ImageNet images and taking the average inference latency.

6.4 Results

6.4.1 Inference Latency as SLO. We first evaluate Murmuration’s
performance when constraining on the inference latency. We vary
the SLOs and network conditions, and compare inference accu-
racy. Figure 13(a) and Figure 14 depict the inference accuracy for
the Augmented Computing Scenario and Device Swarm Scenario
under various constraints, respectively. In Figure 13(a), we fix the
latency constraint (at 140ms) and vary the bandwidth and network
delay. For Figure 14, we keep the network delay fixed (at 20ms)
and change the Latency SLO constraint and bandwidth of one out
of five devices. For each subfigure, a dot is shown if the specific
method is able to satisfy the latency SLO constraint. From these re-
sults. We can conclude that Murmuration is able to adapt the model
setting and the placement in order to meet the SLO. Murmuration
has the largest coverage of different network conditions while sat-
isfying the SLO. Notice that some of the high accuracy baselines
such as Neurosurgeon + DenseNet161 (77.1%) and Neurosurgeon +
Resnext101 (79.3%) have DNN models that are resource demanding,
and are not able to satisfy any SLO in Figure 13(a). Murmuration
is also able to achieve the highest accuracy while satisfying the
latency SLO constraint. More specifically, Murmuration achieves
up to 5% higher accuracy compared to other baselines. This is at-
tributed to Murmuration’s model adaptability. A 3-D illustration of
this is provided in Figure 13(a).

6.4.2 Inference Accuracy as SLO. Next, we look at Murmuration’s
performance when we use inference accuracy as the SLO. Here, we
want to compare the inference latency between different methods
when a certain inference accuracy is required. Figure 15 shows
inference latency when constrained on different inference accura-
cies (each subfigure corresponds to a different bandwidth). Again,
we can see Murmuration being able to adapt its model and parti-
tion strategy to achieve lower inference latency when the accuracy
constraint tightens. Across different bandwidths (subfigures), the
Murmuration’s latency curve also changes its shape to be lower
when more bandwidth is available. Furthermore, Murmuration is
able to cover the most accuracy constraint range while maintaining
a low inference latency. In fact, Murmuration is able to achieve up
to 85% (6.7%) latency reduction at high accuracy constraints when
compared with baselines that can also satisfy the SLO. Overall,
Murmuration is able to customize its model selection and partition
strategy to efficiently meet inference accuracy SLO.
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6.4.3 SLO Compliance Coverage Comparison. One of the key ben-
efits of Murmuration is the ability to support challenging network
conditions. We demonstrate the SLO compliance rate of Murmura-
tion and some of the best baselines under both latency and accuracy
SLO. Given a fixed latency and accuracy SLO, we run each method
across a wide range of network delays and bandwidth settings. Then
compliance rate is defined as the ratio of the number of network
settings that the method can achieve the SLO. Figure 16 shows the
SLO compliance rate for the two experiment scenarios under differ-
ent latency and accuracy constraints. We can see that Murmuration
is able to significantly improve the compliance rate of by up to
52%, demonstrating Murmuration’s ability to adapt and continue
to satisfy SLO under diverse network settings.

6.4.4  Scalability of Murmuration. We analyze the scalability of
Murmuration by evaluating its inference latency when working
with different numbers of devices (Raspberry Pi 4 in this case)

under a fixed network condition (1Gbps link with 2ms delay) with
an accuracy SLO. The results are shown in Figure 17. With the
increased number of devices, we can obtain 1.7x to 4.5x latency
speed up compared to executing in a single device. The scalability
bottleneck is mainly attributed to the communication overhead and
execution time for the centrally executed fully connected layers.

6.4.5 Runtime Efficiency Evaluation. Another key aspect of Mur-
muration is the ability to make the model selection and partition
adaptation during run time. We run Murmuration’s RL policy in
two kinds of devices to measure the time it needs to make an
adaption decision. We compare it to Evolutionary Search which
is a commonly used technique for finding submodel in supernet.
Figure 18 shows the results. We can see that Murmuration’s RL
approach significantly reduces the time needed to make a deci-
sion. The decision-making is about 1 second and 30 milliseconds in
Raspberry Pi and GPU, respectively. This performance should be
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sufficient for most model adaptation tasks, especially if we use our
precompute technique discussed in Section 5.

Next, we also evaluate the time for Murmuration’s supernet
to change its submodel. We compare it to the time of switching
between different types of existing models. Figure 19 shows the
results. We assume limited memory and switching different types
of models will require reloading the weights. Murmuration’s model
can adapt its setting significantly faster than changing the model
type as the supernet is preloaded in memory. This demonstrates the
practicality of Murmuration, and it also justifies our design choice
to load the complete supernet in memory.
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Figure 19: Model Switch Time Comparison (Raspberry Pi 4)
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7 CONCLUSION

In conclusion, this work presents Murmuration, a framework for
optimizing distributed inference at the edge. Murmuration, utilizing
RL and one-shot NAS, dynamically customizes and partitions DNN
models, addressing challenges posed by diverse network conditions,
limited resources, and vast search spaces. It adapts to various net-
work conditions and SLOs, demonstrating enhanced performance
in inference accuracy and latency.
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