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	Department: Department
	Course Number and Title: Course Number and Title
	Department Drop Down: [Electrical & Computer Engineering]
	Subject: [ECE-GY]
	Catalog #: 9483
	Long Title: Special Topics in Electrical Engineering  EFFICIENT AI AND HARDWARE ACCELERATOR DESIGN
	Semester / Year: Spring / 2025
	Professor Name: Sai Zhang
	Course Meeting Days: Wednesday
	Course Meeting Times: 5-7:30pm
	Course Meeting Room: Course Meeting Room
	Professor Email: sai.zhang@nyu.edu
	Professor Phone: 6178038806
	Professor Office: Rm 1003, 370 Jay Street
	Office Hours: Friday 1:30pm-2:30pm or by appointment
	Additional Office Hour Info: Friday
	Course Co/Prerequisites: 
	Course DescriptionRow1: The course will focus on recent advancements in the design of efficient neural networks, specifically on how to create and optimize AI models for improved performance, scalability, and resource efficiency. Students will explore key techniques like model compression, pruning, quantization, and model distillation for CNN, RNN, Transformer and LLM, aimed at reducing computational complexity and memory usage while maintaining accuracy. Additionally, the course will cover efficient training and inference methods, including distributed computing, parallelism, and low-precision computation, which are crucial for deploying AI on resource-limited devices such as smartphones or edge computing systems. Students will also study advanced hardware architectures of AI accelerators, gaining insights into the hardware implementation of neural network computations on these specialized systems.
	Course ObjectivesRow1: Equip students with the skills to design, optimize, and deploy computationally efficient yet high-performing neural network models. Students will learn to address challenges in resource-constrained environments by applying techniques like model compression, pruning, quantization, and distillation to reduce computational complexity and memory usage without sacrificing accuracy. 
	Course StructureRow1: The course will involve 13 lectures, 3 coding assignments 1 final project, in-class presentations and 1 midterm exam.
	Required Text: Lecture notes and papers
	Optional Text: Goodfellow, Ian. "Deep learning." (2016). https://www.deeplearningbook.org/
	Course Requirements 1: Students will be required to read selected papers on efficient AI or AI hardware accelerators prior to class. Each student will give an in-class presentation, which will be graded. There are three coding homeworks.

The detailed breakdown of the evaluation is as follows:
Participation (5%)
Assignments (30%): total three of them, each counts 10%
In-course presentation (10%) 
Midterm (25%) 
Final project (30%)

	Course Topic Column 1: [Lecture 1: Jan 22, 2025] Intro & Basic topics of DNN
    • Introduction on AI accelerator, GPU, TPU
    • Introduction on Efficient AI
    • Deep Neural Networks Basics

[Lecture 2: Jan 29, 2025] Convolutional Neural Networks & RNN
    • Basics of convolutional operations
    • Batch normalization, layer normalizations, RMS norm, ReLU, GeLU
    • Various CNN architectures: MobileNet, DenseNet, SqueezeNet.

[Lecture 3: Feb 5, 2025] Transformer and its Application in AIGC
    • Transformer Basics, vision transformer basics
    • LLM Basics, RLHF, KV cache
    • Diffusion model Basics
    • Other recent DNN architectures: Mamba, RWKV
	
[Lecture 4: Feb 12, 2025]  Pruning Strategies for Efficient DNN Implementation
    • Different pruning techniques: magnitude hessian-based pruning, gradient-based  pruning, structured & unstructured pruning
    • Sparse matrix encoding, Lottery ticket hypothesis, Transformer pruning
    • Large model pruning, N:M sparsity

Assignment 1 posted 

[Lecture 5: Feb 19, 2025] DNN Quantization
    • Different types of DNN quantization, Training of quantized network
    • Learnable adaptive quantization scheme
    • Quantization for LLM

[Lecture 6: Feb 26, 2025] Distillation, Low Rank Decomposition and Neural Architecture Search 
    • Low-rank factorization
    • Reparameterization
    • Neural architecture search (NAS)

Assignment 1 due, Assignment 2 posted

[Lecture 7: Mar 5, 2025]  Efficient DNN Training
    • Efficient training of large models
    • Parameter efficient finetuning
    • Federated learning
	Course Topic Column 2: [Lecture 8: Mar 12, 2025] Machine Learning System for Training and Inference
    • Distributed DNN training
    • Distributed DNN inference
    • Speculative decoding

Assignment 2 due, Assignment 3 posted
[Lecture 9: Mar 19, 2025] CNN Dataflow & Hardware Accelerators
    • Convolutional operation conversion to Matmul
    • Hardware architecture of CNN accelerator
    • Systolic array-based CNN accelerator
    • Project Proposal Due

[Mar 26, 2025]    
    • Spring Break

[Exam: April 2, 2025] 
    • In-class midterm exam

Assignment 3 due

[Lecture 10: April 9, 2025] Transformer & LLM Accelerators
    • Hardware design for nonlinear blocks, system optimization of LLMs
    • Popular transformer accelerator design

[Lecture 11: April 16, 2025]  Hardware Accelerator for DNN Training
    • DNN training computation, back propagation
    • Back propagation for nonlinear layers, LLM training accelerator

[Lecture 12: April 23, 2025] New Computation Paradigms
    • In-memory computing, stochastic computing, neuromorphic computing
    • Invited talk

[Lecture 13: April 30, 2025]  New playground for Efficient AI: AR/VR   
    • AR/VR introduction, eye tracking, hand tracking, foveated rendering, multimodal learning
    • Invited talk

[May 14, 2025]    
    • Final Presentation 



